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Abstract

This work emphasizes the special role played by semistable and log-semistable distributions as
relevant statistical models of various observable and “internal” variables in physics. Besides
of their representation, some of their remarkable properties (chiefly semi-self-similarity) are
displayed in some detail. One of their characteristic features is a log-periodic variation of
the scale parameter which appears in the standard Lévy α-stable distributions whose Fourier
representations are re-derived in a self-contained way.

1. INTRODUCTION

This work emphasizes the special role played by
semistable and log-semistable distributions as rel-
evant statistical models of various observable and
“internal” variables arising from the natural sci-
ences such as, say, hydrology, geophysics, finance,
etc. The fitting of such distributions to real-world

problems is not addressed here and is postponed to

a future work, rather the chief objective is to discuss

the very particular statistical status and properties;

which such distributions seem to entail. On this ba-

sis, we tried to justify why semistability should play

a central role in the modeling of random observable.

This work is then organized as follows.
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In Sec. 2, we first address the well-known prob-
lem which consists in modeling observed random
events out of the celebrated Lévy α-stable distribu-
tions, which are known to embody the only possi-
ble limiting distributions for sums of independent
and identically distributed (iid) random variables.1

Some of their remarkable properties are briefly dis-
cussed, focusing in particular on the one of their
stability under the operation of “sum” and self-
similarity. The motivation behind this section is
not in the final results (which are very standard),
rather in the way these results are derived; indeed,
proceeding in this way extends easily to represen-
tation questions of the larger class of semistable
self-similar laws.

In Sec. 3, we discuss a concept whose statis-
tical insight is indeed deeper than the one of
stability, namely the one of semistability, lead-
ing to a larger class of infinitely divisible statisti-
cal distributions.2–5 These can be defined as the
fixed point of some transformation on their Laplace-
Stieltjes or Fourier transform (FT ) which basically
reflects the statistical self-similarity properties of
their solutions. More precisely, semistable observ-
able, as random events, are identified with the ones
whose FT (or characteristic function), say φ, satis-
fies a functional equation of the form

φ(λ) = eiλβφ(cλ)γ

for some c > 0, β ∈ R, γ > 1. Forcing β = 0
in this functional equation yields solutions whose
main feature identifies with the notion of semi-
self-similarity. Allowing β 6= 0 identifies with a
notion of semi-self-similarity in the broad sense
(or semistability), allowing for shifts to explain
the observable.

We exhibit all possible solutions to the above
functional equation, extending (and actually
including) the stable distributions. The support of
these (two-sided) distributions is the whole real line;
there exists a one-sided version of semistable (and
stable) distributions with the half-line as support
which are essential in the design of their two-sided
extension. A characteristic feature of semistable
distributions is that their scale parameters are no
longer constant as for their stable restriction, but
rather allowed to vary in a log-periodic fashion. In
our interpretation, a log-periodic scale parameter is
therefore basically the signature of statistical semi-
self-similarity. These distributions stand as appeal-
ing candidates to model observed random events

in the natural sciences, precisely because of their
semi-self-similarity. In this interpretation, the ob-
served “global” random event interprets as the sum
of a Poissonian number of “local” events, in other
words, as a clustering of “micro-events.”

What the functional equation adds to this is that
this global event could as well result from more local
events but with reduced shifted amplitudes. There
is some incertitude on the way the final global result
may be produced in that the exact scale, intensity
and location of the observable are undetermined.

It is a very common feature in Physics that ob-
servable are modeled through the logarithms of
other quantities with much more “appealing” mean-
ing, such as the “energy” or intensity of some un-
derlying phenomenon. The distinctive feature of
the logarithmic scale for observable is that it mea-
sures the distance between two intensities through
their ratio rather than their difference; this trans-
formation thus supplies a discrimination power be-
tween two physical signals which is insensitive to
their absolute intensities in that it essentially deals
with their ratio. In our context, this means that
semistable variables are to be considered as the ob-
servable of some “hidden” physical phenomenon,
which therefore proves itself log-semistable.
Consequently, it is argued that log-semistable dis-
tributions should stand for most relevant statistical
models for the intensity of random events measured
in logarithmic scale.

In Sec. 4, we thus focus on log-semistable mod-
els. In these models, the tails of the energy vari-
able are extremely heavy, i.e. with tail index zero,
whereas the ones of their logarithm (the associated
observable) are “only” of power-law type, empha-
sizing the fact that observable generically exhibit
tails much thinner than the ones of the underlying
hidden energy variable. This fact and the logarith-
mic scale arguments suggest that when dealing with
a sequence of intensities, if one is to understand an
“average” event, one should rather use geometri-
cal averaging since the standard arithmetic average
may be extremely ill-defined.

2. STABLE MODELS FOR
RANDOM EVENTS

We first recall some salient facts concerning sta-
ble random variables (see Uchaikin and Zolotarev
(1999)1 and Sato (1999)6 for a recent overview of
these problems). The adjective stable refers to the
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well-known identity in distribution

for any c1 > 0, c2 > 0, there exists c > 0,

b ∈ R : c1X1 + c2X2
d
= cX + b

with X
d
= X1

d
= X2 mutually independent. If b = 0,

X is said to be strictly stable. These models are
known6–8 to belong to a subclass of infinitely di-
visible random variables which are those for which
the nth root of their characteristic function still is
a characteristic function for any n ≥ 1.9,11

2.1 One-Sided Stability

A random variable is said to be one-sided if the sup-
port of its distribution is a half-line. We now come
to one-sided stability.

2.1.1 One-sided strictly stable laws

A random variable X+ is a one-sided strictly Lévy-
stable variable with index α ∈ (0, 1), if it is positive
and if the Laplace-Stieltjes transform (LST ) of its
distribution is (with E the symbol for mathematical
expectation)

ϕX+(p) := Ee−pX
+

= exp−s0p
α , s0 > 0, p ≥ 0 . (1)

One may easily check that such random variables
are strictly stable and infinitely divisible. Note that
when α > 1, ϕX+(p) is not the LST of a positive
random variable by Bernstein’s theorem.7

Define the monotone increasing Lévy spectral
function

π(x) := −κx−α , κ > 0 , x ∈ (0, +∞) . (2)

This function induces a positive Radon measure
dπ(x), (known as Lévy measure), defined by the
Stieltjes integral

π(x2)− π(x1) :=

∫ x2

x1

dπ(x) , x2 > x1 > 0 .

Now, with s0 := κΓ(1−α), the following identity
holds (which may be checked upon integrating by
parts) ∫ +∞

0
(1− e−px)dπ(x) = s0p

α (3)

in such a way that the Lévy-Khintchine representa-
tion holds

ϕX+(p) = exp−
∫ +∞

0
(1− e−px)dπ(x) .

Note that the random variable−X+ is a negative
one-sided strictly stable variable.

2.1.2 One-sided strictly stable laws as
limit compound Poisson distributions

In (3), the measure dπ(x) has infinite total mass,
due to the algebraic divergence of its density

dπ(x)/dx := καx−(1+α)

in the vicinity of zero.
As dπ(x) is not a probability measure, a one-

sided Lévy variable, for which (1) holds, is not a
compound Poisson variable, i.e. a Poisson sum of
iid positive jumps; rather, it can be obtained from
a “coarse” compound Poisson variable Xε in the
limit ε ↓ 0.

Let indeed ε > 0; consider the compound Pois-
son variable Xε with intensity mε and with jumps
with normalized truncated probability density

fε(x) =
κα

mε
· x−(1+α) · 1 (x > ε) . (4)

We note that this is a Pareto distribution in the
heavy-tailed class with tail index α.

From (4), the normalization constant is easily
obtained. It is

mε =

∫ +∞

ε
dπ(x) = κε−α (5)

and mε tends to infinity as ε tends to zero. Next,
we form the quantity Ee−pX

ε
. From the definition

of a compound Poisson variable, it is

Ee−pX
ε

= e
−mε

(
1−
∫ +∞

0
e−pxfε(x)dx

)
. (6)

Now,

mε

(
1−

∫ +∞

0
e−pxfε(x)dx

)

=

∫ +∞

ε
(1− e−px)dπ(x) ∼

ε↓0
s0p

α (7)

which is consistent with (1).
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Thus, X+ defined from (1) is the limiting com-
pound Poisson variable Xε as ε ↓ 0 and is indeed
an infinitely divisible variable.

Remark 1. Let us now recall,7 that a distribution
is said to be regularly varying if there exists some fi-
nite strictly positive constant α (the tail exponent)
such that

Pr(X > x) = x−αL(x) (8)

where L is some function with slow variation,
i.e. such that for all strictly positive t:

lim
x↑+∞

L(tx)

L(x)
= 1 . (9)

Such distributions have no moments of order
larger than α.

Clearly, for the Lévy variable X+, ϕX+(p) ∼
p↓0

1 − s0p
α, so that the Tauberian theorem applies7

and

Pr(X+ > x) ∼
x↑+∞

κx−α . (10)

Thus, the Lévy distribution of X+ is heavy-
tailed, with tail exponent α; the variable X+ only
possesses moments of order strictly less than α.
Note that as α ∈ (0, 1), X+ does not even have
a mean value, i.e. E(X+) = +∞.

2.1.3 Shifted one-sided stable laws

Actually, the class of all one-sided Lévy distribu-
tions can be obtained while allowing a shift of
one-sided strictly stable variables. Let x+ ∈ R.
Consider the shifted variable X̃+ := X++x+. From
(1), it now admits the LST

ϕX̃+(p) = exp−(px+ + s0p
α) , p ≥ 0 (11)

which is the one-sided Lévy “stable” model with
support the half line (x+, +∞), unbounded to the
right. Note that the random variable −X̃+ is also
a shifted one-sided stable variable but with support
now unbounded to the left.

2.2 Two-Sided Stability

We shall now extend this construction to the whole
real line. We shall distinguish three cases, depend-
ing on the range of exponent α.

2.2.1 Exponent α ∈ (0, 1)

Consider two independent positive one-sided Lévy
variables, say X+

1 and X+
2 , with respective Lévy

spectral function

πl(x) = −κlx−α , κl > 0 , l = 1, 2, x > 0 .
(12)

Define next the full Lévy spectral function on the
real line (except for zero) as

π(x) = π1(x)1 (x > 0)− π2(−x)1 (x < 0) . (13)

This spectral function is monotone increasing,
with π(−∞) = π(+∞) = 0, π(0−) = +∞ and
π(0+) = −∞. It thus induces a positive Lévy mea-
sure dπ(x), with support (−∞, 0) ∪ (0, +∞).

Next consider the real-valued random variable

X = X+
1 −X+

2 . (14)

Its characteristic function which is the Fourier
transform (FT ) of its distribution is

φX(λ) := EeiλX = ϕX+
1

(−iλ)ϕX+
2

(iλ) . (15)

In more explicit form, we get from Subsec. 2.1

φX(λ) = exp−
[∫ +∞

−∞
(1− eiλx)dπ(x)

]
= exp−Γ(1− α)[κ1(−iλ)α + κ2(iλ)α] . (16)

Alternatively, using the identity iλ = |λ| exp ·
i sign(λ)π2 , we easily get

φX(λ) = exp−s|λ|α
(

1− iρ sign(λ) tan
πα

2

)
(17)

where

s = Γ(1− α)(κ1 + κ2) cos
πα

2
> 0 ,

and ρ =
κ1 − κ2

κ1 + κ2
∈ [−1, +1] . (18)

The parameter ρ is thus a skewness parameter.
If κ1 = κ2 = κ, then ρ = 0 and

s = 2 cos
πα

2
κΓ(1− α) = 2 cos

πα

2
s0 (19)

characterizing symmetric Lévy stable variables.
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Let x ∈ R. Consider the shifted variable X̃ :=
X + x. From (17), the shifted variable now admits
the FT

φX̃(λ)=exp iλx−s|λ|α
(

1−iρ sign(λ) tan
πα

2

)
(20)

with shift x.

Remark 2. Under the hypothesis α ∈ (0, 1), the
number x1 :=

∫
|x|≤1 xdπ(x) is finite, so that, from

(16), we get the Lévy-Khintchine representation

φX(λ) = exp iλx1

−
[∫ +∞

−∞
(1 + iλx1 (|x| ≤ 1)− eiλx)dπ(x)

]
.

(21)

Thus, with x̃ := x + x1, the FT of X̃ = X + x
also admits the Lévy-Khintchine representation

φX̃(λ) = exp iλx̃

−
[∫ +∞

−∞
(1 + iλx1 (|x| ≤ 1)− eiλx)dπ(x)

]
(22)

which is also

φX̃(λ) = exp iλ(x̃− x1)

− s|λ|α
(

1− iρ sign(λ) tan
πα

2

)
. (23)

By (21), (22) and (23), we note that the Lévy-
Khintchine representation of strictly α-Lévy stable
variables on the real line are obtained while taking
x̃ = x1.

2.2.2 Exponent α ∈ (1, 2)

In this parameter range, the identity (3) is invalid.
With p ≥ 0, we shall rather use the identity (which
may be checked upon first integrating by parts and
then applying identity (3)∫ +∞

0
(1− px− e−px)dπl(x)

= κlΓ(1− α)pα , l = 1, 2 (24)

with now Γ(1 − α) < 0 (Lavrentiev and Chabat
(1972),10 p. 590). As a result, with function π

defined as in (12) and (13), viz π(x) = π1(x)1
(x > 0)− π2(−x)1 (x < 0)∫ +∞

−∞
(1 + iλx− eiλx)dπ(x)

= Γ(1− α)[κ1(−iλ)α + κ2(iλ)α]

= s|λ|α
(

1− iρ sign(λ) tan
πα

2

)
(25)

where again

s = Γ(1− α)(κ1 + κ2) cos
πα

2
> 0

and ρ =
κ1 − κ2

κ1 + κ2
∈ [−1, +1] (26)

observing that cos πα
2 < 0 in the parameter range

α ∈ (1, 2).
Note that in this parameter range, x1 := −

∫
|x|>1

xdπ(x) <∞. Hence,∫ +∞

−∞
(1 + iλx1 (|x| ≤ 1)− eiλx)dπ(x)

=

∫ +∞

−∞
(1 + iλx− eiλx)dπ(x) + iλx1 . (27)

Let x̃ ∈ R. Define the FT of a shifted Lévy vari-
able, as in the case α ∈ (0, 1), by

φX̃(λ) = exp iλx̃

−
∫ +∞

−∞
(1 + iλx1 (|x| ≤ 1)− eiλx)dπ(x) .

(28)

From (25) and (27), we get

φX̃(λ) = exp iλ(x̃− x1)

− s|λ|α
(

1− iρ sign(λ) tan
πα

2

)
. (29)

Taking x̃ − x1 = 0 yields the FT of a strictly
α-Lévy stable variable on the real line, say X. In
this case, it has no shift in its FT. It is

φX(λ) = exp−s|λ|α
(

1− iρ sign(λ) tan
πα

2

)
.

(30)

2.2.3 Exponent α = 1

In this critical case, with p ≥ 0, the following iden-
tity is of some use∫ +∞

0
(1− p sin x− e−px) 1

x2
dx = −p log p . (31)
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As a result, with function π defined in (13), and
with πl(x) = −κlx−1, κl > 0, x > 0, l = 1, 2, we
get as in (Feller (1971),7 p. 569)∫ +∞

−∞
(1 + iλ sin x− eiλx)dπ(x)

= κ1iλ log(−iλ)− κ2iλ log(iλ)

=
π

2
(κ1 + κ2)|λ|

(
1 + iρ

2

π
sign(λ) log |λ|

)
.

(32)

Observing that, with x1 :=
∫+∞
−∞ (x1 (|x| ≤ 1) −

sin x)dπ(x) <∞, we have∫ +∞

−∞
(1 + iλ sin x− eiλx)dπ(x)

=

∫ +∞

−∞
(1 + iλx1 (|x| ≤ 1)− eiλx)dπ(x)

− iλx1 . (33)

Finally, we obtain the FT for the shifted Lévy vari-
able in the case α = 1

φX̃(λ) = exp iλ(x̃− x1)−
π

2
(κ1 + κ2)|λ|

×
(

1 + iρ
2

π
sign(λ) log |λ|

)
. (34)

Taking ρ = 0 yields the FT of a 1-Lévy strictly
stable variable on the real line, say X, now possibly
with a shift component in its FT, and

φX(λ) = exp iλ(x̃− x1)−
π

2
(κ1 + κ2)|λ| . (35)

2.2.4 Conclusions

Putting all this together, with π the full Lévy spec-
tral function for jumps defined by (12) and (13),
one may say that two-sided Lévy stable variables
are the ones whose FT are given by

φX̃(λ) = exp iλx̃

−
∫ +∞

−∞
(1 + iλx1 (|x| ≤ 1)− eiλx)dπ(x)

(36)

with second characteristic function∫ +∞

−∞
(1 + iλx1 (|x| ≤ 1)− eiλx)dπ(x)

= iλx1 + s|λ|α(1− iρ sign(λ)hα(λ)) . (37)

Here, x1 :=
∫
|x|≤1 xdπ(x) as α ∈ (0, 1), x1 :=

−
∫
|x|>1 xdπ(x) as α ∈ (1, 2), and x1 :=

∫ +∞
−∞ ·

(x1 (|x| ≤ 1)− sin x)dπ(x), as α = 1.
In addition, hα(λ) = tan πα

2 as α ∈ (0, 1)∪(1, 2),

and hα(λ) = − 2
π log |λ| as α = 1.

In any case, for any α ∈ (0, 2), ρ = (κ1 − κ2)/
(κ1 + κ2) is a skewness coefficient. The scale pa-
rameter s is s = Γ(1 − α) cos πα

2 (κ1 + κ2) if α ∈
(0, 1) ∪ (1, 2) and s = π/2(κ1 + κ2), if α = 1.

Note finally that the case α = 2 (correspond-
ing to the normal law with variance 2κ, κ > 0) for
which,

φX̃(λ) = exp iλx̃− κλ2 , φX(λ) = exp −κλ2

(38)
is standard and is to be added. Random vari-
ables whose Fourier transforms are given by (17),
(30) and (35) are known as two-sided strictly
α-stable Lévy variables. If in addition, ρ = 0,
we get the class of symmetric two-sided α-stable
Lévy variables.

Random variables whose Fourier transforms are
given by (23), (29) and (34) are known as shifted
two-sided α-stable Lévy variables.

2.3 Stable Models as Limit
Laws in Statistics

The distributions characterized by (1), (11), (17),
(23), (29), (30), (34) and (35) are all stable in the
following sense. Let X be any variable with such
distribution. Then, for any n ≥ 1, there exists two

sequences xn ∈ R, σn > 0 such that, with Xm
d
= X,

m = 1, . . . , n, an independent sequence

X
d
=

n∑
m=1

Xm − xn
σn

. (39)

Here the symbol
d
= means that the random vari-

ables share the same distributions. This class is
a proper subclass of the one of infinitely divisible
(ID) variables X for which, for any n ≥ 1, with

Xm,n d
= Xn, m = 1, . . . , n

X
d
=

n∑
m=1

Xm,n . (40)

A characteristic criterion for ID random vari-
ables X is thus that for any n ≥ 1, φX(λ)1/n must
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be the FT of a probability distribution (the one
of Xn); alternatively, for any t > 0, φX(λ)t must
be a FT , i.e. the characteristic function of some
random variable.

Turning back to stable variables, a consequence
of their properties is that they appear as all possible
nondegenerate limit laws for sums in the following
sense: if X is stable, then there exists an iid se-

quence Xm d
= X , m ≥ 1 and two sequences xn ∈ R,

σn > 0 such that
n∑

m=1

Xm − xn
σn

d→ X as n ↑ +∞ . (41)

The variable X is said to belong to the domain of
attraction (DA) of X (note from (39) that X itself
belongs to its own DA).

Thus, stable distributions derive their impor-
tance from the fact that they are the limit laws for
sums of iid random variables Xm, m ≥ 1, after a
convenient location-scale transform, which can be
found in Ref. 1, for example.

Remark 3. Besides the stability property, stable
laws are interesting in practice because of their sta-
tistical self-similarity. Indeed, when α ∈ (0, 2), the
strictly stable variables X share the additional self-
similarity property: for any ς > 0

X(ς)
d
= ς1/αX . (42)

Here X is a random variable with FT φX(λ)
given either by (17), (30) and (35). With ς > 0,
the variable X(ς) is defined as the variable whose
FT is φX(ς)(λ) = φX(λ)ς , raising φX to the power
ς (this property is the one of infinite divisibility of
X). The variable X is said to be statistically self-
similar, with exponent 1/α: strictly α-stable vari-
ables are self-similar. Broadening the definition of
self-similarity to

X̃(ς)
d
= ς1/α(X̃ − β) (43)

for some real-valued constant β, one may check that
all α-stable Lévy variables X̃ whose FT are given
by (23), (29) and (34) are all self-similar in this
broad sense, for any α ∈ (0, 2).

2.4 Symmetric Lévy Stable
Distributions as Subordinates

Before proceeding, we recall an interesting connec-
tion between symmetric α-stable variables and one-
sided Lévy stable ones.

Let α ∈ (0, 2) and X+ be a one-sided Lévy-stable
variable with index α/2 ∈ (0, 1) hence with LST

ϕX+(p) := Ee−pX
+

= exp −s0p
α/2

s0 = Γ(1− α/2)κ , p ≥ 0 .

Let (B(t), t ≥ 0), B(0) = 0, be a centered Brow-
nian motion with variance 2κ and standard devia-
tion

√
2κ, κ > 0. As a result,

EeiλB(t) = exp −tκλ2 .

Assume X+ and (B(t), t ≥ 0) are independent
and consider the random variable

X = B(X+) .

After conditioning, we get

φX(λ) := EeiλX = E exp −κλ2X+

= exp −s0κ
α/2|λ|α

which is the FT of a symmetric two-sided α-stable
Lévy variable with scale parameter s = s0κ

α/2.

3. SEMI-SELF-SIMILARITY AND
THE SEMISTABLE MODELS

We now discuss a concept whose generality is
larger than the one of stability, namely the one of
semistability.

Just like for stable laws, there are one-sided and
two-sided semistable laws.

One-sided (unbounded to the right) semistable
laws are identified with the ones whose Laplace-
Stieltjes transform satisfies a functional equation of
the form

ϕ(p) = e−pβϕ(cp)γ , p ≥ 0 (44)

for some c > 0, β ∈ R, γ > 1. This notion will be
extended to the whole real line, while rather requir-
ing the FT to satisfy a functional equation of the
form

φ(λ) = eiλβφ(cλ)γ , λ ∈ R (45)

defining two-sided semistable laws. When β = 0,
we shall speak of a strictly semistable law.

This notion of semistability for sums was first
introduced by Paul Lévy in 193712 (see Lukacs
(1983),11 p. 45 for a survey on this point) and
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worked out in Lamperti (1962)13 the context of
stochastic processes. Additional references on these
topics are Maejima et al. (2000)14, Maejima and
Sato (1999)15, and Maejima (2001)16. The book by
Sato (1999)6 is a most instructive survey.

3.1 One-Sided Semistability

We start with one-sided semistability. This notion
is central in the construction of all semistable distri-
butions. We shall first give the LST representation
of one-sided semistable laws. We shall then enu-
merate some of their remarkable properties.

3.1.1 One-sided strictly semistable laws

Let γ > 1 and c ∈ (0, 1). First, consider the class of
positive random variables X+ whose LST satisfies
the simpler functional equation (of the form (44),
with β = 0)

ϕX+(p) = ϕX+(cp)γ , p ≥ 0 . (46)

These variables will be identified with the so-
called positive semistable variables and may thus be
seen as the fixed point of some transformation to be
elucidated below as statistical semi-self-similarity.

Upon reasoning with the function L(q) := − log
ϕX(eq), this functional equation takes the simpler
form L(q) = γL(q + log c); the class of solutions of
(46) are then easily found to be, formally

ϕX+(p) = exp −pαeαζ(log p) (47)

where α > 0 is defined through

γcα = 1 (48)

and where ζ(q), q := log p, p > 0, is a periodic
(with period log c) function on the real line.

As ϕX+ must be the LST of some positive ran-
dom variable X+ additional conditions have to be
added. They are

(i) The constant α necessarily belongs to the
interval (0, 1). Indeed, if this were not the
case, i.e. assuming α > 1, assuming ζ(q) to
be periodic and constant would give ϕX+(p) =
exp −spα, with s > 0. In the case α > 1, such
ϕX+(p) is not completely monotone (i.e. such

that for all p > 0, (−1)n ϕ
(n)
X+(p) ≥ 0, n ≥ 0)7

and thus cannot be the LST of a probability
distribution.

(ii) The functional Eq. (46) shows that X+ is nec-
essarily infinitely divisible. Consequently, the
function IX+(p) := − d

dp log ϕX+(p) must itself

be completely monotone.7 Observing that

IX+(p) = αpα−1(1 + ζ
′
(log p))eαζ(log p) (49)

where αpα−1 is a completely monotone function
if α ∈ (0, 1), and recalling that the product
of two completely monotone functions is com-
pletely monotone, the condition that

(1 + ζ
′
(log p))eαζ(log p) (50)

is completely monotone must be fulfilled. Un-
der this form, it may be a complicated task to
supply an example of such ζ.

Remark 4. The functional Eq. (46) is also

ϕX+(p) = ϕX+(p/c)γ̄ (51)

with c̄ := 1/c > 1 and γ̄ := 1/γ ∈ (0, 1) so that the
function ζ, which depends on the constant c, must
be invariant under the transformation c→ 1/c, ob-
serving that ᾱ := log γ̄/− log c̄ = α.

We now come to an explicit construction of the
LST given in (47), exploiting a correspondence with
the Lévy spectral function.28

From the infinite divisibility property, the LST
ϕX+(p) of X+ admits the representation

ϕX+(p) = exp−
∫ +∞

0
(1− e−px)dπ(x) (52)

where dπ is some Lévy measure (i.e. a positive
Radon measure) induced by its Lévy spectral func-
tion π(x).

The functional Eq. (46) is consistent with the
scaling condition (see also Maejima and Samorod-
nitsky (1999)17) on the Lévy spectral function,
which is

γ−nπ(x) = π(γn/αx) , n ∈ Z . (53)

The solutions to this problem are explicitly

π(x) = −x−αeαν(log x) , x ∈ (0, +∞) , α ∈ (0, 1)
(54)

extending (2). Here, in (54), ν(z), z := log x,
x > 0 is a bounded periodic (with period − log c)
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function, such that z− ν(z) is non-decreasing so as
to guarantee the monotony of π(x).

Example 1. A most simple and fundamental ex-
ample of such ν is, with ρ ∈ (0, 1]

ν(z) =
ρ log c

2π
sin

2πz

− log c
(55)

assuming a single term in the full Fourier series ex-
pansion of ν(z).

From this correspondence, the Fourier series ex-
pansion of exp αζ(log p) in (47) can easily be ob-
tained from the one of exp αν(log x) which appears
in the Lévy spectral function (54), in the following
way.

With κ0 ∈ R+, κn ∈ C such that, for n ≥ 1,
κ−n = κn (the complex conjugate), let

exp αν(log x) :=
∑
n∈Z

κne
−2iπn log x/ log c (56)

be the Fourier series expansion of exp αν(log x).
Note that

κn :=

∫ − log c

log c
eαν(z)e2iπnzdz , n ∈ Z

are the Fourier coefficients.
Combining (54) and (56), we obtain

π(x) = −
∑
n∈Z

κnx
−αn :=

∑
n∈Z

πn(x) (57)

with

αn = α+ inαc , n ∈ Z , αc := 2π/ log c (58)

a complex sequence of tail exponents.
Thus, from (2) and (3)∫ +∞

0
(1− e−px)dπ(x) =

∑
n∈Z

∫ +∞

0
(1− e−px)dπn(x)

:=
∑
n∈Z

snp
αn (59)

with
sn := κnΓ(1− αn) , n ∈ Z (60)

using the complex version of the Euler function
(Ref. 10, Chap. 7).

From (47) and (52), we therefore identify the
Fourier series expansion of eαζ(log p) as

eαζ(log p) =
∑
n∈Z

sne
inαc log p (61)

where (sn, n ∈ Z) is given by (60) in terms of
(κn n ∈ Z).

3.1.2 Conclusion

To summarize, a strictly semistable model for
X+ > 0 requires that

ϕX+(p) = exp −s(p)pα (62)

where the log-scale parameter is allowed to vary pe-
riodically with log p according to

log s(p) = αζ(log p) . (63)

In a semistable model, the scale parameter varies
in a log-periodic fashion. The function ζ is known
as soon as the Fourier series expansion of the Lévy
spectral function for jumps is known.

Let us stress some additional properties of
semistable positive variables.

3.1.3 Additional properties of one-sided
strictly semistable laws

We enumerate some of their remarkable properties:
(1) Semi-self-similarity. We start with a no-

tion of statistical semi-self-similarity. Let X+ :=
X+(1) be a positive random variable with LST
ϕX+ . With ς > 0, define the variable X+(ς) as
the variable whose LST is ϕX+(ς) = ϕς

X+ , raising
ϕX+ to the power ς (in our univariate context, ϕς

X+

is the LST of some random variable if and only if
X+ is infinitely divisible). The variable X+ will be
said to be statistically self-similar, with exponent
H, if the following holds, for any ς > 0

X+(ς)
d
= ςHX+(1) . (64)

Now, the functional Eq. (46) means that

X+(γ)
d
= c−1X+ . (65)

With α > 0 defined through (48), this is also

X+(γn)
d
= γn/αX+ , n ∈ Z . (66)

Thus, the class of all such X+ identifies with a
class of statistically semi-self-similar positive ran-
dom variables, with exponent H = 1/α > 0,
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i.e. those for which (64) holds but only at points
ς = γn, n ∈ Z. By its construction, a positive
semistable variable is in the infinitely divisible class.

(2) Physical relevance of semi-self-
similarity. The physical reason why one should
be interested in such semi-self-similar variables
proceeds as follows: as X+ is a infinitely divisi-
ble variable, this basically means that, “roughly”
speaking

X+ d
=

P (1)∑
m=1

Zm (67)

where P (1) is a Poisson variable with mean value 1.
Here (Zm)m≥1 is an iid sequence of “local” events.
The observed “global” random event X+ is thus
assumed to be the sum of a Poissonian number of
“local” events which sounds reasonable, physically:
the observed variable is a clustering of “micro-
events”.

What the functional Eq. (46) tells us, in addition,
is that this global eventX+ could as well result from
more local events (replacing P (1) by P (γ), γ > 1,
in (67)) but with smaller reduced amplitudes sub-
stituting cZm to Zm, m ≥ 1, in (67), in such a
way that X+ is also, for some judicious constants c
and γ

X+ d
=

P (γ)∑
m=1

cZm . (68)

It is some sort of an ignorance principle on the
way the final global result may be produced: the
exact scale and intensity of the observable are un-
determined. As a result, there are now two basic
unknown structure parameters, namely c and γ (or
alternatively c and α = log γ/− log c) to deal with.

This illustrates the commonly accepted fact that
physical variables of interest are “invariants” in
some statistical sense which is made precise here.

We finally underline the analogy of the prob-
lem treated in this monograph on a statistical basis
and the one of Sornette (1998)18 on discrete scale
invariance arising from renormalization group the-
ory in physics. There, the exponent α is naturally
interpreted as a “dimension” and the log-periodic
decorations lead to the richer notion of a complex
dimension, whereas, in the statistical language ad-
vocated here, α simply is a tail exponent and the
log-periodic decorations states that the underlying
stable variable possibly exhibits an oscillating scale
parameter.

(3) Stable laws are semistable. Note that a
constant function ζ(q) := ζ in (47) satisfies all the

requirements, so that a positive stable model is a
particular case of a semistable model (see Remark
4 of Sec. 2.3). Semistability identifies here with the
notion of semi-self-similarity, which is weaker than
stability, leading to a larger class of distributions.
Although this assertion is true for one-sided strictly
semistable, it turns out to be a general fact.

(4) Semi-self-decomposability. One-sided
strictly semistable laws with support [0, ∞) are
thus infinitely divisible laws; they contain the class
of stable laws. Actually, semistable distributions
constitute a subclass of semi-self-decomposable (in-
finitely divisible) laws. To see this, let us recall
that a positive random variable X+ is said to be
semi-self-decomposable (Ref. 6, p. 90) if, for some
c ∈ (0, 1)

X+ d
= cX+ +R

where R is an ID positive random variable, inde-
pendent of cX+ (note that a stable distribution is
self-decomposable in that the above identity in law

holds for any such c, with R
d
= (1 − cα)1/αX+).

In terms of LST, this means that ϕX+(p) may be
decomposed into

ϕX+(p) = ϕX+(cp)ϕR(p) , p ≥ 0

where ϕR(p) is the LST of the distribution of R.
Now, from (46)

ϕX+(p) = ϕX+(cp)ϕX+(cp)γ−1 , p ≥ 0 .

Thus
ϕR(p) = ϕX+(cp)γ−1

which is the LST of a probability distribution
because X+ is ID and γ > 1. Positive self-
decomposable (stable) distributions derive their im-
portance from the fact they are the limit laws
for sums of independent (respectively identically
distributed) random variables after a convenient
scaling increasing with the size of the sample (see
Loève (1977),19 Petrov (1975),20 and van Harn
et al. (1982),21 pp. 82–85).

(5) Heavy-tailedness. It may be shown that
under some additional regularity property of func-
tion ν that

Pr(X+ > x) ∼ x−αeαν(log x) (69)

for large x. Thus X+ is close to be heavy-tailed (in
the standard sense of regular variation) with tail
index α > 0, just like the positive stable model
is. More precisely, assuming ν to be Lipschitz
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(as ν is periodic this condition is fulfilled if ν is
of class C1), one may easily check that the cpdf

Ḡ(x) = π(x)
π(1) , x > 1 is subexponential so that from

Embrechts et al. (1997),22 p. 581, Theorem A3.22,
Pr(X+ > x) ∼ −π(x) which is (69). Indeed, if this

is so, with G∗2(x) := Ḡ(x) +
∫ x
1 Ḡ(x − z)dG(z),

one must check limx→∞ G∗2(x)/Ḡ(x) = 2 or equiv-
alently that

lim
x→∞

∫ x

1

(
1− z

x

)−α
eα[ν(log(x−z))−ν(log(x))]dG(z)=1

which is true if ν is Lipschitz.
(6) Empirical evidence of semistability.

This goes through the observation that

− log(− log ϕn,X+(p)) = α(log p− ζ(log p)) (70)

i.e. that a plot of − log(− log ϕn,X+(p)) against
log p should exhibit oscillations around a linear
trend with positive slope α. Here, ϕn,X+ is the
empirical LST that can be obtained from an n-iid
sample, say (x+

m, m ≥ 1) of X+ as

ϕn,X+(p) =
1

n

n∑
m=1

e−px
+
m . (71)

From this remark, it follows that fitting a semistable
model to data requires to find the theoretical LST
of the form (47) which minimizes some functional
distance to the empirical LST (71).

Note also that the theoretical LST of X+ is such
that, with k ∈ Z, ϕX+(c−k) = exp −scαk with
log s = αζ(0): evaluating ϕX+ at geometrically
scattered points c−k, k ∈ Z, the oscillating part
vanishes.

3.1.4 Shifted one-sided semi-stable laws

Actually, the variable X+ does not cover all the
class of one-sided semistable variables. Those ob-
tained after a shift of X+ are also in this class as
we now show.

Let x+ ∈ R. Consider the shifted variable
X̃+ := X+ + x+. The shifted variable now sat-
isfies the functional equation of the type (44), with
β = x+(1− γc)

ϕX̃+(p) = e−pβϕX̃+(cp)γ , p ≥ 0 (72)

whose solution is

ϕX̃+(p) = exp−[px+ + pαeαζ(log p)] , p ≥ 0 . (73)

This accounts for one-sided semistable model,
with support unbounded to the right. Note that
the random variable X̃+ is a shifted one-sided
semistable variable with support unbounded to the
left. In this formulation, the observed random event
X̃+ still is the sum of a Poissonian number of
“micro-events,” as in (67). However, from the func-
tional Eq. (72), this global event X̃+ could as well
result from more local events but with reduced and
shifted amplitudes, in such a way that X̃+ is also,
for some judicious constants c, γ and β

X̃+ =

P (γ)∑
m=1

c(Zm − β) . (74)

The exact way the final global result may be
produced is unknown in that the exact scale, in-
tensity and location of the observable are now basi-
cally undetermined. Thus semistability extends the
notion of semi-self-similarity for positive variables
discussed above in that the location parameter of
the observable is also unknown: in this sense, it is
a “broad sense” semi-self-similarity.

3.2 Two-Sided Semistability

As for the case of stable random variables, it is
possible to design a two-sided version of one-sided
semistable random variables. We shall again distin-
guish three cases.

3.2.1 Exponent α ∈ (0, 1)

The general FT representation for two-sided
strictly semistable laws.

Consider two independent one-sided Lévy vari-
ables, say X+

1 and X+
2 , with respective Lévy spec-

tral function for positive jumps x > 0

πl(x) = −x−αeανl(log x) , l = 1, 2 (75)

where νl, l = 1, 2 are periodic functions with the
same period, − log c.

Define next the full Lévy spectral function for
jumps on the interval (−∞, 0) ∪ (0, +∞), as

π(x) = π1(x)1 (x > 0)− π2(−x)1 (x < 0) . (76)

Next consider the real-valued random variable

X = X+
1 −X+

2 . (77)
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It has Fourier transform (FT )

φX(λ) := EeiλX = ϕX+
1

(−iλ)ϕX+
2

(iλ) (78)

which satisfies (45) with β = 0.
In more explicit form

φX(λ) = exp−
∫ +∞

−∞
(1− eiλx)dπ(x)

= exp−[(−iλ)αeαζ1(log−iλ)

+ (iλ)αeαζ2(log iλ)] . (79)

For l = 1, 2, let

eαζl(q) =
∑
n∈Z

sn, l exp inαcq (80)

stand for the Fourier series expansion of the real-
valued periodic functions eαζl(q), l = 1, 2. Here, the
complex Fourier coefficients are such that s0, l ∈
R+, (s−n, l = s̄n, l)n≥1, l = 1, 2. We shall repre-
sent these numbers by sn, l := |sn, l|ei$n, l . With
(αn, n ∈ Z) defined in (58), we obtain

φX(λ) = exp−
∑
n∈Z

(sn, 1(−iλ)αn + sn, 2(iλ)αn) .

(81)
This expression can be re-arranged to give

φX(λ) = exp−
∑
n∈Z

sn(λ)|λ|α(1 + iρn(λ)) (82)

with

sn(λ) = |sn, 1|en
π
2
αc sign(λ) cos ψn, 1

+ |sn, 2|e−n
π
2
αc sign(λ) cos ψn, 2 (83)

and

ρn(λ) :=
1

sn(λ)
[|sn, 1|en

π
2
αc sign(λ) sin ψn, 1

+ |sn, 2|e−n
π
2
αc sign(λ) sin ψn,2] . (84)

In (83) and (84), the “phase” constants which
appear are given by

ψn, 1 := nαc log |λ| − π

2
α sign(λ) +$n, 1

ψn, 2 := nαc log |λ|+ π

2
α sign(λ) +$n, 2 .

(85)

The FT for two-sided strictly semistable random
variables defined in (82) extends the one in (17) for

two-sided strictly stable random variables. Here, we
get an enumerable set of scale and skewness param-
eters (sn(λ), ρn(λ))n≥1, defined by (83), (84) and
(85) all varying with λ.

The FT representation for symmetric strictly
two-sided semistable laws.

We now exhibit the form of the symmet-
ric semistable characteristic function, assuming
ζ1(q) =
ζ2(q). To do this, we shall rather work with the
following alternative Fourier series expansion of
the periodic functions eαζ(q) := eαζ1(q) = eαζ2(q):

eαζ(q) = s+
∑
n≥1

an cos nαcq +
∑
n≥1

bn sin nαcq .

(86)
Here, the coefficients s > 0, (an, bn)n≥1 are all

real, i.e. an := sn + s̄n and bn := i(sn − s̄n), with
s := s0,1 = s0,2 = Γ(1− α)κ > 0, sn := sn,1 = sn,2,
n ≥ 1.

Under this hypothesis, the characteristic function
(82) takes the simpler real-valued form

φX(λ) = exp−s̃(|λ|)|λ|α (87)

where s̃(|λ|) := eαζ̃(log |λ|) is a unique periodic

scale parameter. Here the function eαζ̃(q) admits
a Fourier series expansion of a form similar to the
one in (86). It is

eαζ̃(q) := s̃+
∑
n≥1

ãn cos nαcq +
∑
n≥1

b̃n sin nαcq

(88)
where

s̃ = 2 cos
πα

2
s = 2 cos

πα

2
Γ(1− α)κ (89)

and

ãn = 2 cos
πα

2
cosh

π2n

log c
an − 2 sin

πα

2
sinh

π2n

log c
bn

b̃n = 2 sin
πα

2
sinh

π2n

log c
an + 2 cos

πα

2
cosh

π2n

log c
bn

(90)

are the new Fourier coefficients expressed in terms
of the ones s, (an, bn)n≥1 of the original function
scale function exp αζ(q).

A symmetric semistable random variable ad-
mits the FT (82) with all skewness coefficients
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null ρn(λ) = 0, n ≥ 0 and with unique scale
parameter

s̃(|λ|) := eαζ̃(log |λ|) =
∑
n∈Z

sn(λ)

defined in (88), (89) and (90).

The general FT representation for shifted
two-sided semistable laws.

Let x ∈ R. Consider the shifted variable X̃ :=
X + x. From (82), the shifted variable now admits
the FT

φX̃(λ) = exp iλx−
∑
n∈Z

sn(λ)|λ|α(1+ iρn(λ)) (91)

with a shift at point x.
From the hypothesis α ∈ (0, 1), the number

x1 :=
∫
|x|≤1 xdπ(x) is finite, so that, from (79)

φX(λ)=exp iλx1

−
[∫ +∞

−∞
(1+iλx1 (|x|≤1)−eiλx)dπ(x)

]
.

(92)

Thus, with x̃ := x+x1, the FT of X̃ also admits
the representation

φX̃(λ)=exp iλx̃

−
[∫ +∞

−∞
(1+iλx1 (|x|≤1)−eiλx)dπ(x)

]
(93)

which is also

φX̃(λ) = exp iλ(x̃−x1)−
∑
n∈Z

sn(λ)|λ|α(1+iρn(λ)) .

(94)
By (92), (93) and (94), we note that the Lévy-
Khintchine representation of strictly semistable
variables on the real line are obtained while taking
x̃ = x1.

3.2.2 Exponent α ∈ (1, 2)

Just like for stable laws, the above construction,
valid for α ∈ (0, 1) can be extended to the range
α ∈ (1, 2).

The general FT representation for strictly
and shifted two-sided semistable laws.

Proceeding as for stable random variables, with
p ≥ 0 and using (57), (59) and (75), we shall rather

use the identity for l = 1, 2∫ +∞

0
(1− px− e−px)dπl(x)

= pα
∑
n∈Z

κn,lΓ(1− αn)pinαc

= pαeαζl(log p) (95)

extending (24).
As a result,∫ +∞

−∞
(1 + iλ− eiλx)dπ(x)

= (−iλ)αeαζ1(log−iλ) + (iλ)αeαζ2(log iλ)

=
∑
n∈Z

sn(λ)|λ|α(1 + iρn(λ)) . (96)

Note that in this parameter range, x1 :=−
∫
|x|>1 ·

xdπ(x) <∞. Hence,∫ +∞

−∞
(1 + iλx1 (|x| ≤ 1)− eiλx)dπ(x)

=

∫ +∞

−∞
(1 + iλx− eiλx)dπ(x) + iλx1 . (97)

Let x̃ ∈ R. Define the FT of a shifted semistable
Lévy variable, as in the case α ∈ (0, 1), by

φX̃(λ) = exp iλx̃

−
∫ +∞

−∞
(1 + iλx1 (|x| ≤ 1)− eiλx)dπ(x) .

(98)

From (96) and (97), we get

φX̃(λ)=exp iλ(x̃−x1)−
∑
n∈Z

sn(λ)|λ|α(1+iρn(λ)) .

(99)
From the Lévy-Khintchine representation, tak-

ing x̃−x1 = 0 yields the FT of a strictly semistable
Lévy stable variable on the real line, say X. It is

φX(λ) = exp−
∑
n∈Z

sn(λ)|λ|α(1 + iρn(λ)) . (100)

3.2.3 Exponent α = 1

For this value of the exponent, special care is
needed.
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The general FT representation for strictly
and shifted two-sided semistable laws.

In this critical case, with p ≥ 0, the following
identity, extending (31), is of some use∫ +∞

0
(1− p sin x− e−px)dπl(x)

= −p log peνl(log p) , l = 1, 2 . (101)

where

πl(x) = −x−1
∑
n∈Z

κn,lx
−inαc := −x−1eνl(log x) .

(102)
As a result, with π the full Lévy measure for

jumps defined by (76) and (102),∫ +∞

−∞
(1 + iλ sin x− eiλx)dπ(x)

= iλ log(−iλ)eν1(log−iλ) − iλ log(iλ)eν2(log iλ) .

(103)

Observing that, with x1 :=
∫+∞
−∞ (x1 (|x| ≤ 1) −

sin x)dπ(x) <∞, we have∫ +∞

−∞
(1+iλ sin x−eiλx)dπ(x)

=

∫ +∞

−∞
(1+iλx1 (|x|≤1)−eiλx)dπ(x)−iλx1 .

(104)

We finally get the FT for the shifted Lévy vari-
able in the case α = 1

φX̃(λ) = exp iλ(x̃− x1)− [iλ log(−iλ)eν1(log−iλ)

− iλ log(iλ)eν2(log iλ)] . (105)

Assuming ν1 = ν2 = ν, we get the form of
the characteristic function for strictly 1-semistable
variables

φX̃(λ) = exp iλ(x̃− x1)− [iλ log(−iλ)eν(log−iλ)

− iλ log(iλ)eν(log iλ)] . (106)

3.2.4 Concluding remarks

Random variables whose Fourier transforms are
given by (82), (100) and (106) are known as two-
sided strictly semistable Lévy variables.

The FT representation for symmetric semistable
variables is given in (87)–(90). A remarkable feature
of symmetric semistable variables is that they may
be constructed from the subordination of a sym-
metric stable variable, with a positive semistable
“subordinator,” as will be shown in Subsec. 3.4.

Random variables whose Fourier transforms are
given by (94), (99) and (105) are known as shifted
two-sided semistable Lévy variables. They consti-
tute the solutions to the functional Eq. (45).

Strict or shifted two-sided semistable Lévy vari-
ables share properties very similar to the ones enu-
merated in Subsec. 3.1.3 for their one-sided version.

Before proceeding, let us supply an additional
remark, underlining the importance of semistable
models in statistics.

3.3 Semi-stable Models as Limit
Laws in Statistics

One-sided semistable variables have been shown to
be semi-self-decomposable. It can easily be shown
that this is also true of two-sided semistable vari-
ables. Semi-self-decomposable distributions derive
their importance from the fact they are the limit
laws for sums of independent random variables af-
ter a suitable location-scale transform. It turns out
that, owing to their semi-self-similarity, semistable
variables are also the limit laws for sums of nor-
malized independent and identically distributed
random variables when data are aggregated in
geometrical packets.

Let X be any semistable variables with LST or
FT either given by (47), (73), (82), (00), (94), (99),
(100) and (105). These variables also appear as
the only possible non-degenerate limit laws in the
statistics for sums problem in the following wider
(geometrical) sense: if X is semistable, then, as it
can easily be checked, there exists a random vari-
able X and three sequences xn ∈ R, σn > 0 and
γn > 0, such that

γn∑
m=1

Xm − xn
σn

d→ X as n ↑ +∞ (107)

where Xm d
= X , m ≥ 1 is an independent sequence.

The integer-valued sequence γn is assumed to sat-
isfy the additional geometrical growth properties:
limn↑+∞ γn = +∞ and limn↑∞ γn+1/γn = γ ≥ 1.

The variable X is said to belong to the domain
of attraction (DA) of X (note that again X itself
belongs to its own DA).2–5
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Thus, semistable distributions derive their im-
portance in statistics from the fact that they are
the limit laws of the sum of a geometric number
γn of iid random variables Xm, m ≥ 1, after a
convenient location-scale transform. Semistable
variables also form a proper subclass of ID and semi-
self-decomposable variables. Stable variables are
semistable and can be obtained in the limit γ ↓ 1,
c ↑ 1, while log γ

− log c = α. This latter class is therefore

an extension of the former one, hence its name.

3.4 Symmetric Semi-stable
Variables as Subordinates

Let α1 ∈ (0, 1) and X+ be a one-sided Lévy-
semistable variable with index α1 hence with LST

ϕX+(p) := Ee−pX
+

= exp −pα1eα1ζ(log p)

given by (47), substituting α1 to α. Here, the
function ζ(q) is periodic with period log c1, with
γcα1

1 = 1.
Let (S(t), t ≥ 0), S(0) = 0, be a symmetric

stable motion with parameter α ∈ (0, 2). As a re-
sult, from (36) and (37), with s = 2Γ(1−α) cos πα

2 κ

EeiλS(t) = exp −ts|λ|α .

Assume X+ and (S(t), t ≥ 0) are independent
and consider the random variable

X = S(X+) .

Conditioning, we get, with α2 := α1α ∈ (0, 2)

φX(λ) := EeiλX

= E exp −s|λ|αX+

= exp −sα1eα1ζ(log s+α log |λ|)|λ|α2 (108)

which, from (87), is the FT of a symmet-
ric two-sided α2-semistable Lévy variable with

scale parameter s̃(|λ|) := eα2ζ̃(log |λ|) = sα2/α ·
eα2/αζ(log s+α log |λ|), identifying the function
ζ̃(log |λ|). We note that ζ̃(q) is periodic with pe-

riod log c2, with c2 = c
1/α
1 , for which γcα2

2 = 1, as
required.

4. THE LOG-SEMISTABLE
MODELS

It is a very common feature in the natural sci-
ences that observable are modeled through the

logarithms of other quantities with much more
“physical” meaning, such as “energy”.23,24 The dis-
tinctive feature of the logarithmic scale is that it
measures the distance between two values through
their ratio rather than their difference, which
amounts, when these values are close, to work with
their relative (rather than absolute) variation; this
transformation thus supplies a discrimination power
between two signals which is insensitive to their ab-
solute intensities, rather dealing with the ratio of
these intensities. Thus, the intensity of noise, as
perceived by the human ear, is usually measured
in decibels, i.e. using a logarithmic scale. Simi-
larly, earthquake magnitudes are determined from
the logarithm of the amplitudes of waves recorded
by seismographs.

In our context, this means that semistable vari-
ables are to be considered as the observable of some
physical phenomenon, say Z, which proves itself
log-semistable. We shall distinguish between one-
sided log-semistable and two-sided log-semistable
variables.

4.1 One-sided Log-Semi-Stability

We shall thus be interested in the model

Z = exp X̃+ > z+ := ex
+
> 0 (109)

where X̃+ is the general one-sided semistable vari-
able with LST defined in (73) with ν Lipshitz.

As a result, (109) now defines a variate which is
log-semistable distributed in the sense that log Z
simply is semistable distributed. This model will
be shown to present a certain number of interesting
features.

Combining (109) with (73), yields the moment
generating function of the one-sided log-semistable
variable. It is

EZ−p = z−p+ exp −pαeαζ(log p) , p ≥ 0 . (110)

From this expression, it is clear that Z only pos-
sesses negative moments. Alternatively, U := 1/Z
has all positive moments finite. In addition, we note
that EZ−p = EUp is the Mellin transform of the
distribution FU of U := 1/Z

EUp =

∫ +∞

0
upFU (du) . (111)
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Let us here stress the following additional
point. Combining (109) with (69), we get the tail
equivalence

Pr(Z > z) ∼
z↑+∞

log(z/z+)−αeαν(log log(z/z+)) .

(112)
From this expression, it turns out that the ran-

dom variable Z has tails heavier than the ones of
any power law in the sense that, for any power-law
tail index b > 0

Pr(Z > z)

z−b
→

z↑+∞
+∞ . (113)

Such distributions are said to be with tail index
zero or with very heavy tails. As a result, they
exhibit no finite moment of any arbitrary positive
order: the exponential of X̃+ has a tail that is much
fatter than the ones of X̃+ itself which are with tail
index α > 0.

4.2 Two-Sided Log-Semi-Stability

Let Z be any real-valued variable with density
fZ(z). Let

$1
Z(λ) := E|Z|iλ , $2

Z(λ) := E|Z|iλ signZ ,

WZ(λ) :=

[
$1
Z(λ) 0

0 $2
Z(λ)

]
.

(114)
The matrix WZ(λ) is known as the characteristic

transform (CT ) of the variable Z and was intro-
duced in Zolotarev (1962).25 Just like the charac-
teristic function, or FT, φZ(λ) := EeiλZ , the CT
(114) is known to characterize the distribution of
Z (see Ref. 1, p. 154). If Z > 0, we note that
WZ(λ) := $Z(λ)I, where $Z(λ) := EZiλ and I
is a 2 × 2 identity matrix: the information is uni-
dimensional in this particular case. We shall next
introduce the model

Z = exp X̃ > 0 (115)

where X̃ is any general two-sided semistable Lévy
variable defined in Subsec. 3.2. We shall say that Z
is a two-sided log-semistable variable, in the stan-
dard sense that log Z is a two-sided semistable
observable.

The characteristic transform of the variable Z is
now obtained easily by combining the FT (94), (99)
or (105) with (115). It is, simply

$Z(λ) = EeiλX̃ = φX̃(λ) (116)

for each value of the parameter α ∈ (0, 1), α ∈
(1, 2) or α = 1. A two-sided log-semistable variable,
say Z, is thus a positive random variable whose CT
$Z(λ) satisfies a functional equation of the type
(45)

$Z(λ) = eiλβ$Z(cλ)γ (117)

for some c > 0, β ∈ R, γ > 1. Note that Z has no
moment at all, either positive or negative, apart of
course from a moment of order zero.

When dealing with log-semistable variables,
working with Mellin or Zolotarev transforms seems
appropriate.

4.3 Log-Semistable Models as
Limit Laws Under Power
Normalization in Statistics

Let Z be any log-semistable variables just defined,
either one-sided or two-sided. For each such vari-
able, Z = exp X. Here X = X̃+, or X = X̃ is
a semistable random variable for which, following
(107), there exists a random variable X in their DA
and three sequences xn ∈ R, σn > 0 and a geomet-
rical series γn > 0 such that

γn∑
m=1

Xm − xn
σn

d→ X as n ↑ +∞ (118)

where Xm d
= X , m ≥ 1, independent. As a re-

sult, for any Z log-semistable, there exists a ran-
dom variable Z := eX > 0 in their DA and three
sequences zn > 0, σn > 0 and γn > 0 such that,
with zn = exp xn,

γn∏
m=1

(Zm
zn

)1/σn
d→ Z as n ↑ +∞ . (119)

Thus, log-semistable distributions derive their
importance from the fact that they are the limit
laws of the product of a geometric number γn of iid
random variables Zm, m ≥ 1, after a convenient
power normalization.

4.4 Large Deviation From the Mean

As was noted above, the energy variable Z is al-
ways with tail index zero. In all these situations,
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the maximum Zn:n := max(Z1, . . . , Zn) of an n-
sample (Z1, . . . , Zn) is tail equivalent to the sum
Z̄n :=

∑n
m=1 Zm, in the sense that22

Pr(Zn:n > x)

Pr(Z̄n > x)
→
x↑∞

1 . (120)

For subexponential distributions, the tail of the
maximum determines the tail of the sum.

This holds true for any subexponential vari-
ables. Actually, with distributions with tail index
zero, two stronger convergence results actually hold.
They are

Zn:n

Z̄n
→ 1 (in probability) (121)

and even almost surely if and only if: α < 1/2.26,27

In this case, a single event explains (in probabil-
ity or even almost surely) a cumulative event. The
understanding of a cumulative energy goes through
the one of its largest term.

When α ∈ (1, 2), from the law of large num-
bers, the empirical mean 1

nX̄n := 1
n

∑n
m=1 Xm con-

verges almost surely to the theoretical mean, say
m̄X := EX of X, known to exist in this param-
eter range: although of power-law type, the tails
of X are light enough to guarantee the exis-
tence of a mean value. Large deviation theory is
then concerned with the evaluation of the (small)
probability

Pr

(
1

n
X̄n > x

)
(122)

as x exceeds the mean m̄X . More precisely, it is
concerned with the rate at which this probability
tends to zero, as a function of the sample size n.
We shall distinguish between the one-sided and two-
sided cases.

4.4.1 One-sided: X = X̃+

The function ϕX(p) := Ee−pX , p ≥ 0 is not de-
fined in an open neighborhood of p = 0, so that
the standard large deviation result does not hold in
this heavy-tailed case: the number Pr( 1

n X̄n > x)
does not tend to zero exponentially fast as n goes
to infinity, but slower. Indeed, from the tail equiva-
lence of the maximum and sum for subexponential
distributions, one gets for large n

Pr

(
1

n
X̄n > x

)
∼ Pr

(
1

n
Xn:n > x

)
= 1− Pr(X ≤ nx)n .

From (69), with x > m̄X , this is also

1− (1− Pr(X > nx))n ∼
n↑+∞

n(nx)−αeαν(log(nx))

showing that, for some C > 0

limsup
n↑∞

nα−1 Pr

(
1

n
X̄n > x

)
= Cx−α . (123)

This formula exhibits a power-law decay to zero
of Pr( 1

n X̄n > x), with exponent 1− α < 0. Due to
the presence of heavy tails, with index α > 1 in X,
the number Pr( 1

n X̄n > x) only tends algebraically
fast to zero as n goes to infinity.

4.4.2 Concluding remarks

Finally, we remark that the arithmetic mean for the
observed data (X1, . . . , Xn), say 1

n

∑n
m=1 Xm, cor-

responds to a geometric mean of the hidden energy
records (Z1, . . . , Zn):

n∏
m=1

Z1/n
m .

When α ∈ (1, 2), the law of large numbers which
states that 1

n X̄n → m̄X almost surely obviously
reads in terms of the energy records

n∏
m=1

Z1/n
m →

n↑∞
exp m̄X , almost surely . (124)

This observation and the large deviation results
just mentioned show that, for α ∈ (1, 2), there are
large deviation results for the energy sequence it-
self (Zm, m ≥ 1), but not in terms of its empirical
arithmetic mean (it simply could not converge as a
result of very heavy-tailedness of its distribution),
rather of its empirical geometrical mean. In explicit
form, (123) reads in terms of the geometrical mean
of the energies

limsup
n↑∞

nα−1 Pr

(
n∏

m=1

Z1/n
m > z

)
= C[log z]−α .

(125)
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